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(1) High-level discussion
(2) Technical part
(1) Span program $\Rightarrow$ quantum algorithm
(2) Quantum algorithm $\Rightarrow$ span program
(3) Application to variable-time search
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## Quantum query algorithms

$$
f:\{0,1\}^{n} \rightarrow\{0,1\}
$$



Given $x \in\{0,1\}^{n}$, calculate $f(x)$.


S: Query complexity
no. calls to oracle circuit $\mathcal{O}_{x}$

$$
\begin{aligned}
& S=3 \\
& T=10+2 \mathrm{TC}(U)+3 \mathrm{TC}\left(\mathcal{O}_{x}\right) \\
& k=4
\end{aligned}
$$

no. elementary gates
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Analysis of these algorithms:
(1) Query complexity: easy.
(2) Time complexity: hard.

Motivation 1: We wish to learn more about the time complexity of span program algorithms.
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## Interconvertibility between span programs and quantum algorithms

General construction (Reichardt, '09; Jeffery, '20):

with the following properties:
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Motivation 2: Can we do the same with time complexity?
*if we have efficient uniform access to $\mathcal{A}$.
Corollary: For every $f$, there exists a span program that generates a quantum algorithm that computes $f$ with optimal query, time and space complexity.
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We wish to design a quantum algorithm that computes
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(1) Hilbert space: $\mathcal{H}$, for every $x \in\{0,1\}^{n}$, a subspace $\mathcal{H}(x) \subseteq \mathcal{H}$.
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(3) Target vector: $|\tau\rangle \in \mathcal{V}$.
(9) Linear operator: $A \in \mathcal{L}(\mathcal{H}, \mathcal{V})$.

Let $\left|w_{0}\right\rangle=A^{+}|\tau\rangle$.
Span program evaluates $f$ if
$f(x)=1 \Leftrightarrow\left|w_{0}\right\rangle \in \mathcal{H}(x)+\operatorname{ker}(A)$.
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Positive instance: $f(x)=1$


We reflect through $\mathcal{H}(x)$ and then through $\operatorname{ker}(A)$.

Negative instance: $f(x)=0$

Positive witness:
$\left|w_{x}\right\rangle \in \mathcal{H}(x)$, s.t. $A\left|w_{x}\right\rangle=|\tau\rangle$. $\left|w_{0}\right\rangle$ rotates at angle $2 \theta$, $\theta \geq \sin \theta=\|\left|w_{0}\right\rangle\|/\|\left|w_{x}\right\rangle \|$.



Negative witness:
$\left|\omega_{x}\right\rangle \in \mathcal{H}(x)^{\perp} \cap \operatorname{ker}(A)^{\perp}$, s.t.
$\left\langle\omega_{x} \mid w_{0}\right\rangle=1$.
Part of $\left|w_{0}\right\rangle$ does not rotate.
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Solved by tuning some weights.
After some modifications:

$$
W_{+}=\mathcal{O}(S) \quad \text { and } \quad W_{-}=\mathcal{O}(S)
$$

Hence number of calls to the subroutines is

$$
\mathcal{O}\left(\sqrt{W_{+} W_{-}}\right)=\mathcal{O}(S)
$$

which equals $|\tau\rangle$ for positive instances.
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Analysis of the implementation of the subroutines:

| Subroutine | Queries <br> to $\mathcal{O}_{x}$ | Queries <br> to $\mathcal{O}_{S}$ | Queries <br> to $\mathcal{O}_{\mathcal{A}}$ | No. extra gates | No. extra qubits | Implementation <br> error |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
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| $R_{\mathcal{H}(x)}$ | $\mathcal{O}(1)$ | $\mathcal{O}(1)$ | 0 | $\mathcal{O}(\operatorname{polylog}(T))$ | $\mathcal{O}(1)$ | 0 |
| $C_{\left\|w_{0}\right\rangle}$ | 0 | $\mathcal{O}(T / S)$ | $\mathcal{O}(T / S)$ | $\mathcal{O}(T / S \operatorname{polylog}(T))$ | $\mathcal{O}(\operatorname{polylog}(T))$ | $\mathcal{O}(\sqrt{\varepsilon})$ |
| $R_{\|0\rangle}$ | 0 | 0 | 0 | $\mathcal{O}(\log (T))$ | $\mathcal{O}(\log (T))$ | $\mathcal{O}(\sqrt{\varepsilon})$ |
| Total | $\mathcal{O}(S)$ | $\mathcal{O}(T)$ | $\mathcal{O}(T)$ | $\mathcal{O}(T \operatorname{polylog}(T))$ | $\mathcal{O}(\operatorname{polylog}(T))$ | $\mathcal{O}(S \sqrt{\varepsilon})$ |
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$$

Analysis of the implementation of the subroutines:

| Subroutine | Queries <br> to $\mathcal{O}_{x}$ | Queries <br> to $\mathcal{O}_{S}$ | Queries <br> to $\mathcal{O}_{\mathcal{A}}$ | No. extra gates | No. extra qubits | Implementation <br> error |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $R_{\text {ker }(A)}$ | 0 | $\mathcal{O}(T / S)$ | $\mathcal{O}(T / S)$ | $\mathcal{O}(T / S \operatorname{polylog}(T))$ | $\mathcal{O}(\operatorname{polylog}(T))$ | 0 |
| $R_{\mathcal{H}(x)}$ | $\mathcal{O}(1)$ | $\mathcal{O}(1)$ | 0 | $\mathcal{O}(\operatorname{polylog}(T))$ | $\mathcal{O}(1)$ | 0 |
| $C_{\left\|w_{0}\right\rangle}$ | 0 | $\mathcal{O}(T / S)$ | $\mathcal{O}(T / S)$ | $\mathcal{O}(T / S \operatorname{polylog}(T))$ | $\mathcal{O}(\operatorname{polylog}(T))$ | $\mathcal{O}(\sqrt{\varepsilon})$ |
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Efficient uniform access: implementation of $\mathcal{O}_{\mathcal{A}}$ and $\mathcal{O}_{\mathcal{S}}$ only takes $\mathcal{O}(\operatorname{polylog}(T))$ gates.
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(0) Technique of independent interest.
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(3) $k_{j}$ : No. qubits
(3) $\mathcal{O}_{\mathcal{S}}:|j\rangle|t\rangle \mapsto(-1)^{t \in \mathcal{S}^{(j)}}|j\rangle|t\rangle$.
(4) $\varepsilon_{j}$ : Error probability

Now, we define the OR: $f\left(x^{(1)}, \ldots, x^{(n)}\right)=f_{1}\left(x^{(1)}\right) \vee f_{2}\left(x^{(2)}\right) \vee \cdots \vee f_{n}\left(x^{(n)}\right)$.
Variable-time search: how quickly can we compute $f$ ?

| Method | No. queries to $\mathcal{O}_{x}$ | No. queries <br> to $\mathcal{O}_{\mathcal{A}} \& \mathcal{O}_{\mathcal{S}}$ | No. extra gates |
| ---: | :---: | :---: | :---: |
| Naive approach | $\sum_{j=1}^{n} S_{j}$ | $\sum_{j=1}^{n} T_{j}$ | $\tilde{\mathcal{O}}\left(\sum_{j=1}^{n} T_{j}\right)$ |
| Ambainis '06 (I) | $\mathcal{O}\left(\sqrt{\sum_{j=1}^{n} S_{j}^{2}}\right)$ | X | $?$ |
| Ambainis '06 (II) | $\mathcal{O}\left(\sqrt{\sum_{j=1}^{n} T_{j}^{2}}\right)$ | $\mathcal{O}\left(\sqrt{\sum_{j=1}^{n} T_{j}^{2}}\right)$ | $?$ |
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The composition of span programs for $O R$ is known (Reichardt, '09).
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## Algorithm for variable time search

Careful construction of the subroutines $R_{\operatorname{ker}(A)}, R_{\mathcal{H}(x)}, C_{\left|w_{0}\right\rangle}$ and $R_{|0\rangle}$ yields:
$\left.\begin{array}{r|cccc}\text { Method } & \text { No. queries to } \mathcal{O}_{x} & \begin{array}{c}\text { No. queries } \\ \text { to } \mathcal{O}_{\mathcal{A}} \& \mathcal{O}_{\mathcal{S}}\end{array} & \text { No. extra gates } & \text { Error probability } \\ \hline \text { Naive approach } & \sum_{j=1}^{n} S_{j} & \sum_{j=1}^{n} T_{j} & \widetilde{\mathcal{O}}\left(\sum_{j=1}^{n} T_{j}\right) & \mathcal{O}\left(\sum_{j=1}^{n} \varepsilon_{j}\right) \\ \text { Ambainis '06 (I) } & \mathcal{O}\left(\sqrt{\sum_{j=1}^{n} S_{j}^{2}}\right) & \mathrm{X} & ? & - \\ \text { Ambainis '06 (II) } & \mathcal{O}\left(\sqrt{\sum_{j=1}^{n} T_{j}^{2}}\right) & \mathcal{O}\left(\sqrt{\sum_{j=1}^{n} T_{j}^{2}}\right) & ? & - \\ \hline \text { Our result } & \mathcal{O}\left(\sqrt{\sum_{j=1}^{n} S_{j}^{2}}\right) & \mathcal{O}\left(\sqrt{\sum_{j=1}^{n} T_{j}^{2}}\right) & \widetilde{\mathcal{O}}\left(\sqrt{\sum_{j=1}^{n} T_{j}^{2}}\right) & \mathcal{O}\left(\sum_{j=1}^{n} S_{j}^{2} \sum_{j=1}^{n} \varepsilon_{j}\right.\end{array}\right)$

## Summary

## Summary

## Our results:

## Summary

## Our results:

(1) Implementation cost of span programs in terms of subroutines.

## Summary

## Our results:

(1) Implementation cost of span programs in terms of subroutines.
(2) Construction algo $\Rightarrow$ span program $\Rightarrow$ algo that preserves time complexity.

## Summary

## Our results:

(1) Implementation cost of span programs in terms of subroutines.
(2) Construction algo $\Rightarrow$ span program $\Rightarrow$ algo that preserves time complexity.
(3) Application to variable time search.

## Summary

## Our results:

(1) Implementation cost of span programs in terms of subroutines.
(2) Construction algo $\Rightarrow$ span program $\Rightarrow$ algo that preserves time complexity.
(3) Application to variable time search.

## Open problems:

## Summary

## Our results:

(1) Implementation cost of span programs in terms of subroutines.
(2) Construction algo $\Rightarrow$ span program $\Rightarrow$ algo that preserves time complexity.
(3) Application to variable time search.

## Open problems:

(1) Make the construction more efficient w.r.t. the error probability.

## Summary

## Our results:

(1) Implementation cost of span programs in terms of subroutines.
(2) Construction algo $\Rightarrow$ span program $\Rightarrow$ algo that preserves time complexity.
(3) Application to variable time search.

## Open problems:

(1) Make the construction more efficient w.r.t. the error probability.
(2) Extend to more composition results, for instance composition for $k$-threshold?

## Summary

## Our results:

(1) Implementation cost of span programs in terms of subroutines.
(2) Construction algo $\Rightarrow$ span program $\Rightarrow$ algo that preserves time complexity.
(3) Application to variable time search.

## Open problems:

(1) Make the construction more efficient w.r.t. the error probability.
(2) Extend to more composition results, for instance composition for $k$-threshold?
(3) Figure out the time complexity of Belovs's $k$-element distinctness algorithm.

## Summary

## Our results:

(1) Implementation cost of span programs in terms of subroutines.
(2) Construction algo $\Rightarrow$ span program $\Rightarrow$ algo that preserves time complexity.
(3) Application to variable time search.

## Open problems:

(1) Make the construction more efficient w.r.t. the error probability.
(2) Extend to more composition results, for instance composition for $k$-threshold?
(3) Figure out the time complexity of Belovs's $k$-element distinctness algorithm.

## Thanks for your attention!

