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## Overview

Plan for today:
(1) Quantum algorithms
(2) Grover's algorithm
(3) Application: collision finding

## Quantum algorithms

## FACT BASED INSIGHT

The emerging quantum stack and its challenges
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## Quantum algorithms

Ingredients:
(1) State space $-\mathcal{H}$.
(2) Initial state $-\left|\psi_{0}\right\rangle \in \mathcal{H}, \|\left|\psi_{0}\right\rangle \|=1$.
(3) Operations - unitary operators
$U_{1}, \ldots, U_{T} \in \mathcal{U}(\mathcal{H})$.
$\left|\psi_{0}\right\rangle \stackrel{U_{1}}{\mapsto}\left|\psi_{1}\right\rangle \stackrel{U_{2}}{\mapsto}\left|\psi_{2}\right\rangle \stackrel{U_{3}}{\mapsto} \ldots \stackrel{U_{T}}{\mapsto}\left|\psi_{T}\right\rangle$.
(9) Measurement $-S_{1}, \ldots, S_{m} \subseteq \mathcal{H}$ s.t. $\mathcal{H}=\bigoplus_{j=1}^{m} S_{j}$.
Result: Probability of outcome $j \in\{1, \ldots, m\}$ :

$$
\mathbb{P}[j]=\| \Pi_{S_{j}}\left|\psi_{T}\right\rangle \|^{2}
$$
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$$
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## Quantum access model:

(1) Oracle: $O_{x}:|j\rangle \mapsto(-1)^{x_{j}}|j\rangle$.

$$
O_{x}=\left[\begin{array}{cccc}
(-1)^{x_{1}} & 0 & \cdots & 0 \\
0 & (-1)^{x_{2}} & & 0 \\
\vdots & & \ddots & \vdots \\
0 & 0 & \cdots & (-1)^{x_{n}}
\end{array}\right]
$$

(2) Example: $x=01 \in\{0,1\}^{2}$ :

$$
O_{x}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] \quad-\operatorname{ccc}|1\rangle
$$
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