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## Boolean function <br> $f:\{0,1\}^{n} \rightarrow\{0,1\}$

## Quantum algorithm <br> $\mathcal{A}$

Formula evaluation [RŠ12, Rei09, JK17]
st-connectivity [BR12]
cycle detection and bipartiteness testing [Āri16, CMB18]
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Boolean function: $f:\{0,1\}^{n} \rightarrow\{0,1\}$.
Five objects:
(1) Hilbert space: $\mathcal{H}$,
(2) Input-dependent subspaces:
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x \mapsto \mathcal{H}(x) \subseteq \mathcal{H}, \text { for all } x \in\{0,1\}^{n},
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(3) Vector space: $\mathcal{V}$,
(9) Target vector: $|\tau\rangle \in \mathcal{V}$,
(5) Span program operator: $A$ : $\mathcal{H} \rightarrow \mathcal{V}$.

Span program: $\mathcal{P}=(\mathcal{H}, x \mapsto \mathcal{H}(x), \mathcal{V},|\tau\rangle, A)$.
$P$ evaluates $f$ if:

| Positive instances: | $x \in f^{(-1)}(1)$ | $\Leftrightarrow$ | $\|\tau\rangle \in A(\mathcal{H}(x))$ |
| ---: | :--- | :--- | :--- |
| Negative instances: | $x \in f^{(-1)}(0)$ | $\Leftrightarrow$ | $\|\tau\rangle \notin A(\mathcal{H}(x))$ |



## Reflection programs - definition

## Reflection programs - definition

"A reflection program is a stripped-down version of a span program"

## Reflection programs - definition

"A reflection program is a stripped-down version of a span program" Boolean function: $f:\{0,1\}^{n} \rightarrow\{0,1\}$.

## Reflection programs - definition

"A reflection program is a stripped-down version of a span program"
Boolean function: $f:\{0,1\}^{n} \rightarrow\{0,1\}$.
Four objects:

## Reflection programs - definition

"A reflection program is a stripped-down version of a span program"
Boolean function: $f:\{0,1\}^{n} \rightarrow\{0,1\}$.
Four objects:
(1) Hilbert space: $\mathcal{H}$,

## Reflection programs - definition

"A reflection program is a stripped-down version of a span program"
Boolean function: $f:\{0,1\}^{n} \rightarrow\{0,1\}$.
Four objects:
(1) Hilbert space: $\mathcal{H}$,


## Reflection programs - definition

"A reflection program is a stripped-down version of a span program"
Boolean function: $f:\{0,1\}^{n} \rightarrow\{0,1\}$.
Four objects:
(1) Hilbert space: $\mathcal{H}$,
(2) Input-dependent subspace:
$x \mapsto \mathcal{H}(x)$ for all $x \in\{0,1\}^{n}$,


## Reflection programs - definition

"A reflection program is a stripped-down version of a span program"
Boolean function: $f:\{0,1\}^{n} \rightarrow\{0,1\}$.
Four objects:
(1) Hilbert space: $\mathcal{H}$,
(2) Input-dependent subspace:
$x \mapsto \mathcal{H}(x)$ for all $x \in\{0,1\}^{n}$,


## Reflection programs - definition

"A reflection program is a stripped-down version of a span program"
Boolean function: $f:\{0,1\}^{n} \rightarrow\{0,1\}$.
Four objects:
(1) Hilbert space: $\mathcal{H}$,
(2) Input-dependent subspace:
$x \mapsto \mathcal{H}(x)$ for all $x \in\{0,1\}^{n}$,
(3) Input-independent subspace: $\mathcal{K}$.


## Reflection programs - definition

"A reflection program is a stripped-down version of a span program"
Boolean function: $f:\{0,1\}^{n} \rightarrow\{0,1\}$.
Four objects:
(1) Hilbert space: $\mathcal{H}$,
(2) Input-dependent subspace:
$x \mapsto \mathcal{H}(x)$ for all $x \in\{0,1\}^{n}$,
(3) Input-independent subspace: $\mathcal{K}$.


## Reflection programs - definition

"A reflection program is a stripped-down version of a span program"
Boolean function: $f:\{0,1\}^{n} \rightarrow\{0,1\}$.
Four objects:
(1) Hilbert space: $\mathcal{H}$,
(2) Input-dependent subspace:
$x \mapsto \mathcal{H}(x)$ for all $x \in\{0,1\}^{n}$,
(3) Input-independent subspace: $\mathcal{K}$.

(9) Initial state: $\left|w_{0}\right\rangle \in \mathcal{K}^{\perp}$ with $\|\left|w_{0}\right\rangle \|=1$.

## Reflection programs - definition

"A reflection program is a stripped-down version of a span program"
Boolean function: $f:\{0,1\}^{n} \rightarrow\{0,1\}$.
Four objects:
(1) Hilbert space: $\mathcal{H}$,
(2) Input-dependent subspace:
$x \mapsto \mathcal{H}(x)$ for all $x \in\{0,1\}^{n}$,
(3) Input-independent subspace: $\mathcal{K}$.

(9) Initial state: $\left|w_{0}\right\rangle \in \mathcal{K}^{\perp}$ with $\|\left|w_{0}\right\rangle \|=1$.

## Reflection programs - definition

"A reflection program is a stripped-down version of a span program"
Boolean function: $f:\{0,1\}^{n} \rightarrow\{0,1\}$.
Four objects:
(1) Hilbert space: $\mathcal{H}$,
(2) Input-dependent subspace:
$x \mapsto \mathcal{H}(x)$ for all $x \in\{0,1\}^{n}$,
(3) Input-independent subspace: $\mathcal{K}$.

(9) Initial state: $\left|w_{0}\right\rangle \in \mathcal{K}^{\perp}$ with $\|\left|w_{0}\right\rangle \|=1$.

Reflection program: $\mathcal{R}=\left(\mathcal{H}, x \mapsto \mathcal{H}(x), \mathcal{K},\left|w_{0}\right\rangle\right)$.

## Reflection programs - definition

"A reflection program is a stripped-down version of a span program"
Boolean function: $f:\{0,1\}^{n} \rightarrow\{0,1\}$.
Four objects:
(1) Hilbert space: $\mathcal{H}$,
(2) Input-dependent subspace:
$x \mapsto \mathcal{H}(x)$ for all $x \in\{0,1\}^{n}$,
(3) Input-independent subspace: $\mathcal{K}$.

(9) Initial state: $\left|w_{0}\right\rangle \in \mathcal{K}^{\perp}$ with $\|\left|w_{0}\right\rangle \|=1$.

Reflection program: $\mathcal{R}=\left(\mathcal{H}, x \mapsto \mathcal{H}(x), \mathcal{K},\left|w_{0}\right\rangle\right)$. $\mathcal{R}$ evaluates $f$ if:

| Positive instance: | $x \in f^{(-1)}(1)$ | $\Leftrightarrow$ | $\left\|w_{0}\right\rangle \in \mathcal{K}+\mathcal{H}(x)$ |
| :---: | :--- | :--- | :--- |
| Negative instance: | $x \in f^{(-1)}(0)$ | $\Leftrightarrow$ | $\left\|w_{0}\right\rangle \notin \mathcal{K}+\mathcal{H}(x)$ |

## Reflection programs - definition

"A reflection program is a stripped-down version of a span program"
Boolean function: $f:\{0,1\}^{n} \rightarrow\{0,1\}$.
Four objects:
(1) Hilbert space: $\mathcal{H}$,
(2) Input-dependent subspace:
$x \mapsto \mathcal{H}(x)$ for all $x \in\{0,1\}^{n}$,
(3) Input-independent subspace: $\mathcal{K}$.

(9) Initial state: $\left|w_{0}\right\rangle \in \mathcal{K}^{\perp}$ with $\|\left|w_{0}\right\rangle \|=1$.

Reflection program: $\mathcal{R}=\left(\mathcal{H}, x \mapsto \mathcal{H}(x), \mathcal{K},\left|w_{0}\right\rangle\right)$. $\mathcal{R}$ evaluates $f$ if:

| Positive instance: | $x \in f^{(-1)}(1)$ | $\Leftrightarrow$ | $\left\|w_{0}\right\rangle \in \mathcal{K}+\mathcal{H}(x)$ |
| :---: | :--- | :--- | :--- |
| Negative instance: | $x \in f^{(-1)}(0)$ | $\Leftrightarrow$ | $\left\|w_{0}\right\rangle \notin \mathcal{K}+\mathcal{H}(x)$ |

## Reflection programs - definition

"A reflection program is a stripped-down version of a span program"
Boolean function: $f:\{0,1\}^{n} \rightarrow\{0,1\}$.
Four objects:
(1) Hilbert space: $\mathcal{H}$,
(2) Input-dependent subspace:

$$
x \mapsto \mathcal{H}(x) \text { for all } x \in\{0,1\}^{n}
$$

(3) Input-independent subspace: $\mathcal{K}$.

(9) Initial state: $\left|w_{0}\right\rangle \in \mathcal{K}^{\perp}$ with $\|\left|w_{0}\right\rangle \|=1$.

Reflection program: $\mathcal{R}=\left(\mathcal{H}, x \mapsto \mathcal{H}(x), \mathcal{K},\left|w_{0}\right\rangle\right)$. $\mathcal{R}$ evaluates $f$ if:

| Positive instance: | $x \in f^{(-1)}(1)$ | $\Leftrightarrow$ | $\left\|w_{0}\right\rangle \in \mathcal{K}+\mathcal{H}(x)$ |
| :---: | :--- | :--- | :--- |
| Negative instance: | $x \in f^{(-1)}(0)$ | $\Leftrightarrow$ | $\left\|w_{0}\right\rangle \notin \mathcal{K}+\mathcal{H}(x)$ |



Conversions between span and reflection programs

Conversions between span and reflection programs


## Conversions between span and reflection programs



Conversions between span and reflection programs


## Conversions between span and reflection programs




| Pos | $\left\|w_{0}\right\rangle \in \mathcal{K}+\mathcal{H}(x)$ |
| :---: | :--- |
| Neg | $\left\|w_{0}\right\rangle \notin \mathcal{K}+\mathcal{H}(x)$ |

## Conversions between span and reflection programs



$$
\begin{array}{c|l}
\text { Pos } & \left|w_{0}\right\rangle \in \mathcal{K}+\mathcal{H}(x) \\
\hline \text { Neg } & \left|w_{0}\right\rangle \notin \mathcal{K}+\mathcal{H}(x)
\end{array}
$$
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(3) The remainder decomposes into 2-dimensional rotation spaces with angles $\varphi_{1}, \ldots, \varphi_{n}$.
(9) $\Pi_{\mathcal{K}}$ and $\Pi_{\mathcal{H}(x)}$ commute with the projectors on all these spaces.
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