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- Through partition function estimation.
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## Partition functions

- State space: $\Omega$.
- Hamiltonian: $H: \Omega \rightarrow \mathbb{Z}_{\geq 0}$.
- Partition function: $Z: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}$,

$$
Z(\beta)=\sum_{\omega \in \Omega} e^{-\beta H(\omega)}
$$

- Problem: Approximate $Z(\infty) / Z(0)$.
- Originates in statistical physics.
- Applications:
- Counting independent sets.
- Counting k-colorings.
- Counting matchings.

Example: counting independent sets

- $\Omega$ : all independent sets.
- $H(\omega)=|\omega|$.
- $Z(0)=|\Omega|$.
- $Z(\infty)=1$.

- Computing the volume of a convex body.
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Left to do:

- Choose $\beta_{k}$ 's s.t. $\frac{\operatorname{Var}\left[X_{k}\right]}{\mathbb{E}\left[X_{k}\right]^{2}}=\mathcal{O}(1)$.
- Always possible with $\ell=\widetilde{\mathcal{O}}(\sqrt{\log |\Omega|})$ [ŠVV09].
- Construct Markov processes, with
- Stationary distribution $\pi_{k}$.
- Mixing time $\tau_{k} \leq \mathrm{MT}$.

Steps required: $\mathcal{O}\left(\ell \cdot \frac{\ell}{\varepsilon^{2}} \cdot \mathrm{MT}\right)$.
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## Applications:

Classical Quantum, prev. Quantum, new
Independent set
$\widetilde{\mathcal{O}}\left(\frac{|V|^{2}}{\varepsilon^{2}}\right)$
$\begin{array}{cc}\text { Quantum, prev. } & \text { Quantum, new } \\ \widetilde{\mathcal{O}}\left(\frac{|V|^{1.5}}{\varepsilon}\right) & \widetilde{\mathcal{O}}\left(\frac{|V|^{1.25}}{\varepsilon}\right)\end{array}$
Graph colorings
$\widetilde{\mathcal{O}}\left(\frac{|V|^{2}}{\varepsilon^{2}}\right)$
$\widetilde{\mathcal{O}}\left(\frac{|V|^{1.5}}{\varepsilon}\right)$
Graph matchings
$\widetilde{\mathcal{O}}\left(\frac{\|V\| E \mid}{\varepsilon^{2}}\right)$
$\widetilde{\mathcal{O}}\left(\frac{|V|^{\varepsilon .25}}{\varepsilon}\right)$
$\widetilde{\mathcal{O}}\left(d^{3.5}+\frac{d^{2}}{\varepsilon^{2}}\right) \quad \widetilde{\mathcal{O}}\left(d^{3}+\frac{d^{2.5}}{\varepsilon}\right)$
$\widetilde{\mathcal{O}}\left(\frac{|V|^{0 . \tau_{5}}|E|^{0.5}}{\varepsilon}\right)$
Volume convex body
$\widetilde{\mathcal{O}}\left(d^{3}+\frac{d^{2} \cdot 25}{\varepsilon}\right)$

- Classical cost: $\mathcal{O}\left(\ell \cdot \frac{\ell}{\varepsilon^{2}} \cdot \mathrm{MT}\right)$
- Quantum cost: $\widetilde{\mathcal{O}}\left(\ell \cdot \sqrt{\frac{\ell}{\varepsilon^{2}} \cdot \mathrm{MT}}\right)$ (this work)
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- Standard approach: finite outcome set.
- Symmetrization [LdW21]:
- Let $\theta \in[0,1)$ unif. at random.
- Run PE with $e^{2 \pi i \theta} U$.
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- Unbiased estimator of $e^{2 \pi i \varphi}$.
- Gives unbiased estimator for

$$
p=\sin ^{2}(\pi \varphi)=\frac{1}{2}\left(1-\operatorname{Re}\left[e^{2 \pi i \varphi}\right]\right)
$$

- Plug into mean estimation routines
 [Mon15].
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- Subroutine $\mathcal{A}$ applies random rotation $U$ in 2D-subspace $\operatorname{Span}\left\{|\pi\rangle,\left|\pi^{\perp}\right\rangle\right\}$.
- State reconstruction [MW05]:

- Run subroutine $\mathcal{A}$.
- Measure in $\left\{|\pi\rangle\langle\pi|,\left|\pi^{\perp}\right\rangle\left\langle\pi^{\perp}\right|\right\}$ basis.
- Repeat until $|\pi\rangle$.
- Expected no. iterations: 2.
- Improved analysis over [HW20].
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